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Abstract Modularity benefits, including the independent
maintenance and comprehension of individualmodules, have
been widely advocated. However, empirical assessments to
investigate those benefits have mostly focused on source
code, and thus, the relevance of modularity to earlier artifacts
is still not so clear (such as requirements and design mod-
els). In this paper, we use amultimethod technique, including
designed experiments, to empirically evaluate the benefits
of modularity in the context of two approaches for specify-
ing product line use case scenarios: PLUSS and MSVCM.
The first uses an annotative approach for specifying variabil-
ity, whereas the second relies on aspect-oriented constructs
for separating common and variant scenario specifications.
After evaluating these approaches through the specifications
of several systems, we find out that MSVCM reduces feature
scattering and improves scenario cohesion. These results sug-
gest that evolving a product line specification usingMSVCM
requires only localized changes.On the other hand, the results
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of six experiments reveal thatMSVCM requiresmore time to
derive the product line specifications and, contrasting with
the modularity results, reduces the time to evolve a prod-
uct line specification only when the subjects have been well
trained and are used to the task of evolving product line spec-
ifications.

Keywords Usage scenarios · Requirements
engineering · Software modularity · Software
product lines · Experimentation in software engineering

1 Introduction

The software product line (SPL) development approach aims
to reduce costs and time tomarket of systems from a common
domain [16,54,56]. Based on this approach, systems belong-
ing to an SPL are generated by means of a product derivation
process, which selects and configures reusable assets. These
assets might consist of different types of artifacts, such as
requirements, design models, source code, and tests that are
available to all SPLmembers. Additionally, besides reducing
the costs to launch new products, the SPL approach has the
potential to improve product maintainability. For instance,
Linden et al. [54] suggest that “the amount of code and docu-
mentation that must be maintained (using an SPL approach)
is dramatically reduced,” which emphasizes the relevance
of documentation reuse and thus that SPL development is
not just a matter of code reuse. In fact, SPL is a system-
atic approach for mass customization of software products,
which involves not only binaries, but also requirements, user
manuals, and so on.

Apart from considering technical perspectives, an SPL is
also strongly characterized by its domain (or market seg-
ment) [16], whose relevant concepts are often documented
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as features—a “user-visible aspect or characteristic of the
domain” [40]. This way, the goal of feature modeling, a
widely used technique in SPL development, is to detail the
relationships between the concepts of a domain. These rela-
tionships precisely define the scope, the variability space, and
the set of SPL members. As a consequence, specific feature
configurations are used as input for the product derivation
activity.

To support that product derivation activity, developers rep-
resent variation points throughout the different assets that
comprise an SPL. In addition, they also have to describe how
to solve these variation points, given a configuration of fea-
tures. Both tasks are related to the variability management
concern, which is inherently crosscutting, since the contribu-
tion of a feature is frequently scattered throughout a number
of SPL assets. In addition, depending on different factors
(such as modularization technique and feature granularity),
the realization of a feature by the SPL assets might be based
on either annotations or compositions [41]. The annotative
style entangles the representation of common and variant
behavior, which compromises the modular feature design,
whereas the compositional style supports a better separation
of variant behavior into dedicated modules.

This polarity between annotative and compositional styles
does not occur only at source code, but also in other SPL
assets, such as requirements specifications. As detailed in
Sect. 2, recent approaches for representing variability in use
case scenarios are either invasive [7,26] or compositional
[3,8].

To better understand the implications of each approach,
in this paper, we

– Evaluate the use of two techniques (MSVCM and
PLUSS) for representing use case scenario variabil-
ities. These techniques, discussed in Sect. 2, were
selected because they are quite similar according to the
input specifications and well represent the compositional
(MSVCM) and invasive (PLUSS) styles for variability
management.

– Report on the results of an empirical study (Sect. 3) that
investigates themodularity ofSPLspecifications (Sect. 4)
and on the results of controlled experiments proposed to
evaluate the effort to derive and evolve SPL specifications
(Sect. 5). Previous works do not extensively investigate
the benefits and costs of using compositional approaches
for representing SPL variabilities in use case scenarios.

Our main hypothesis is that using a compositional
approach for specifying SPL use case scenarios improves
the modularity of feature specifications. As a consequence,
we expect that this benefit of feature modularity would come
together with a reduction in the effort necessary to evolve the
SPL specifications. We also investigate what are the payoffs

related to the use of compositional approaches in the context
of the extractive method for SPL development, investigating
the effort to derive anSPLspecification from the specification
of existing products. We present some threats to the validity
of our work in Sect. 6, relate our researchwith existing works
in Sect. 7, and present our final considerations in Sect. 8.

2 Evaluated techniques

Optional and configurable assets support generative
approaches for SPL development [49], where a given feature
configuration triggers the automatic selection or customiza-
tion of assets. This includes use case scenarios, which not
only describe the behavior of a system but also assist differ-
ent activities such as system design and the specification of
test cases and user manuals.

For that reason, several notations for representing SPL
variability in use case scenarios have been proposed, includ-
ing product line use cases (PLUC) [7] and product line
use case modeling for systems and software engineering
(PLUSS) [26,28]. However, in spite of the benefits of
variability representation, these approaches do not modular-
ize the specification of crosscutting features, which scatter
through several use case scenarios and do not separate
variability management and scenario specifications. These
limitations are typically observed in approaches that use
annotations throughout the SPL assets, in order to represent
how they are related to features.

To overcome these limitations, compositional approaches
such as MSVCM and VML4RE [3] have been proposed to
modularize features. To better understand the differences
between compositional- and annotative-based product line
approaches for use case scenarios, we describe two alter-
native specifications of a product line adaptation for the
E-Finance system [51]. We show alternative specifications
based on one annotative approach (PLUSS) and a composi-
tional approach (MSVCM).

Figure 1 presents part of the E-Finance feature model
[18,34], which depicts the common and variable features
of our example. We represent the feature model using a
feature diagram, where relationships between a parent fea-
ture and its children are categorized as optional features,
which might not be selected in a specific product;mandatory
features, which must be selected in all products if the par-
ent feature is also selected; inclusive features, which, when
selected, implies one ormore sub-features; and exclusive fea-
tures, which,when selected, implies that only one sub-feature
must be selected. Besides these relationships, feature mod-
els allow the specification of constraints among features. For
instance, the constraint (Iris ⇒ I risRecognizer) states that
the feature Iris requires the selection of the external device
iris recognizer.
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Services
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Fig. 1 E-Finance feature model

Fig. 2 Withdraw scenario specified using an annotative approach

Figure 2 depicts the Withdraw service specification in
PLUSS. Notice that a single artifact represents all valid
configurations that are related to this scenario, mixing com-
mon behavior (non-colored steps), variant behavior (colored
steps), and configuration information (required features rep-
resented by distinct colors). For example, steps SC01-4(a)
and SC01-4(b), and SC01-5(a) and SC01-5(b) are never per-
formed in a sequence. They are alternative steps: Steps SC01-
4(a) and SC01-5(a) will be present in a particular product
use case scenario only if the PIN feature is selected, whereas
steps SC01-4(b) and SC01-5(b) will be present only if the
feature Fingerprint is selected. In a similar way, steps SC01-
6, SC01-9, and SC01-10 are optional andwill be present only
if the feature DetailedTransaction is selected. Representing
all possible variants in the same asset prevents analysts from
modularly reasoning about feature specifications.

In addition, the behavior related to the authentication
mechanism is required not only by the Withdraw service,
but also by all other E-Finance services such as Transfer and
Payment. As a consequence, it is not possible to evolve the
specification of the authentication mechanism in a modular
way. Indeed, we have to change all scenarios in which the
authentication concern is relevant. For instance, notice that
we do not consider the effect of the Iris authentication mech-
anism in the specification of the Withdraw scenario shown
in Fig. 2. We intentionally postponed the introduction of
this feature in order to make clear the non-modular style
of evolving product line specifications based on annotative
approaches. In fact, introducing a new authentication mech-
anism changes the specification of all scenarios that requires
authentication.

In contrast, the compositional specification of the With-
draw service and related features using MSVCM [8] modu-
larizes optional behavior by means of specialized scenarios
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Fig. 3 Withdraw scenario specified using MSVCM

named advice. Using MSVCM, one might specify the com-
mon steps of the Withdraw service as depicted in Fig. 3.
Note that this scenario comprises only the specific steps of
theWithdraw service—there is no step related to the authenti-
cation mechanism or detailed transaction within the scenario
SC01 of Fig. 3. Besides that, step SC01-3 is marked with the
@authentication tag, exposing it as a join point where
the pieces of advice related to the authentication mechanism
should be applied to. InMSVCM, the step id construct could
also be used as a join point, as we explain later, although it
is beyond the scope of this article to discuss the join point
model of MSVCM.

As discussed, optional steps in MSVCM are modular-
ized using aspect-oriented constructs, particularly advice and
pointcuts [42,43,55]. Regarding the initial set of features that
extend the common behavior of the Withdraw service, we
specify three advice: two for modularizing the initial set of
authentication mechanisms (PIN and Fingerprint) and one
for modularizing the DetailedTransaction feature.

Figure 4 shows the advice for the PIN and Fingerprint
mechanisms. Both advice should be applied after the steps
marked with the @authentication annotation. Thus,
introducing a new authentication mechanism, for instance,
the Iris authentication mechanism, would require the defin-
ition of a new after advice whose pointcut should refer to
the @authentication annotation—differently from the
PLUSS specification, this type of change does notmodify any
other scenario that already exposes the mentioned join point.

The behavior of the DetailedTransaction feature is also
modularized using advice (Fig. 5). However, since this
behavior must be applied around some steps of the scenarios,
we preferred to modularize it using an around advice, instead
of a composition of two advice of types before and after.
Around advice requires pointcuts that specify a range of steps
that are overridden by the sequence of steps of the advice

User

(a)

(b)

Fig. 4 Initial set of advice for authentication. a Advice for the PIN
feature. b Advice for the Fingerprint feature

Fig. 5 Advice for the DetailedTransaction feature

operates over, although it is possible to use the PROCEED
reserved word to introduce the behavior that follows the join
point.

Notice that the DetailedTransaction advice, depicted in
Fig. 5, also quantifies over different scenarios, which is indi-
cated by the set of pointcuts of the range type. In this way,
one can evolve the specification of transactionwithout break-
ing the original scenarios, although changing a step id of a
scenario could demand a review of the pointcut clause of
this advice. The semantics of PROCEED defines the right
places where the steps delimited from a range pointcut will
appear after evaluating the advice. Therefore, if a product is
configured with the features Withdraw, PIN, and Detailed-
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Fig. 6 Sequence of steps expected to be found in products configured
withWithdraw, PIN, and DetailedTransaction features

Table 1 Configuration knowledge for the running example

Feature expression Transformations

Withdraw selectScenario SC01

PIN evaluateAdvice ADV1

Fingerprint evaluateAdvice ADV2

DetailedTransaction evaluateAdvice ADV3

not IdentifiedTransfer evaluateAdvice ADV04

LIMIT bindParameter PL to LIMIT

Transaction, a scenario with the sequence of steps in Fig. 6
will be configured.

The reader should have noticed that MSVCM scenar-
ios and advice do not make explicit references to the
E-Finance features. Indeed, an independent artifact, named
configuration knowledge, is used to map feature expressions
(which represent the presence conditions [10,19]) to trans-
formations that generate a product-specific use case model.
Three transformations were initially proposed by MSVCM
[8]:

– selectScenario scId adds the scenario identified by scId
to the set of scenarios of the resulting product.

– evaluateAdvice advId evaluates the advice identified
by advId. All selected scenarios that match the pointcut
clause of the advice are modified.

– bindPartameter p to f resolves the parameter p, replac-
ing each occurrence of p in the scenarios with a string
representing the children selection of feature f. In the
example, a parameter ($LIMIT$) is declared in the third
step of scenario SC01 (see Fig. 3). This parameter
abstracts over the possible options of the LIMIT fea-
ture. A similar notation is also supported by the PLUSS
approach.

Using these transformations, Table 1 shows part of the
configuration knowledge for the running example. The
process of interpreting the configuration knowledge leads to
the generation of the product-specific use case model. This
process takes as arguments the SPL feature model, the SPL
use case model, a product configuration (a valid configura-
tion of features according to the feature model semantics),
and the configuration knowledge.

Previously, we have discussed that evolving product
line scenarios using annotative approaches is hard, mainly
because introducing new variants of a feature (such as a
new authentication mechanism) might require a review of
all related scenarios [1]. This happens because an annota-
tive approach for scenario specification does not properly
modularize features. In the remaining of this paper, we first
proceed with a systematic evaluation of this issue using dif-
ferent systems; and then, we investigate the costs and benefits
of a good modularization with respect to the effort for per-
forming two activities: deriving an SPL specification from
the specification of individual products and evolving exist-
ing SPL specifications.

3 Study settings

In this section, we present an overview of our research
design, which aims to better understand the benefits, draw-
backs, and limitations of representing scenario variability
using the annotative (PLUSS) and compositional approaches
(MSVCM) discussed in the previous section. In order to
answer our research questions (Sect. 3.1), we base our evalu-
ation on different empirical methods. First, we analyzed the
specifications of six product lines (Sect. 3.2) to assess quality
attributes of SPL use case scenarios. Later, we designed and
executed six controlled experiments to compare the effort to
derive and evolve product lines specifications using PLUSS
and MSVCM. After evaluating the results of these empiri-
cal studies, we found that (a) evolving the specifications of
an SPL using MSVCM requires localized changes, (b) it is
more expensive to derive SPL specifications usingMSVCM,
although (c) MSVCM reduces the time to evolve SPL spec-
ifications, and (d) this later benefit is only observed when
the subjects have been well trained in the specific task of
evolving SPL specifications.

3.1 Goal, questions, and metrics

The following sections overview our evaluation, discussing
its goal, questions, and metrics.

3.1.1 General goal and scope

This evaluation aims to compare the compositional and anno-
tative approaches for representing scenario variability. It
focuses on comparing MSVCM [8] with PLUSS [26,27],
mainly because both approaches deal with variability in tex-
tual descriptions of use cases, whereas Model Templates
[17,19], VML4RE [3], and MATA [64,65] represent sce-
nario variability using graphical notations. We relate these
techniques to our research in Sect. 7.
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To achieve our goal, the following criteria are considered:

– Modularity of feature specifications.
– Time required to derive SPL specifications (from the

specification of individual products).
– Time required to evolve existing SPL specifications,

according to sets of changing requests.

We target the point of view of SPL requirements analysts,
involving graduate and undergraduate students, attending to
an introductory course in SPL development, and we observe
the processes of bootstrapping and evolving product line
specifications. In summary, the followingquestions are inves-
tigated:

Q1. When compared to PLUSS, doesMSVCM reduce scat-
tering of SPL specifications?

Q2. When compared to PLUSS, does MSVCM reduce tan-
gling of SPL specifications?

Q3. When compared to PLUSS, does MSVCM increase the
time to derive SPL specifications?

Q4. When compared to PLUSS, does MSVCM reduce the
time to evolve SPL specifications?

The investigation of Q1 and Q2 relies on two metrics
that we have adapted [8] from [24]: degree of scattering of
features (DoS) and degree of tangling of scenarios (DoT).
According to Eqs. (1) and (2), DoS quantifies the concentra-
tion of a feature over each scenario s ∈ S (the set of scenario
specifications). Values of DoS are normalized between 0
(completely localized) and 1 (completely scattered). The
greater theDoS of a feature f, the greater the chance of chang-
ing different scenarios when the specification of f evolves.
Note in Eq. (1) that | S | denotes the cardinality of the set S.

DoS( f ) = 1 −
| S | ∑

s∈S(Conc( f, s) − 1
|S| )

2

| S | −1
(1)

Conc( f, s) = number of steps in s assigned to f
number of steps assigned to f

(2)

Likewise, according to Eqs. (3) and (4), DoT considers
how many steps of a scenario are related to each feature
f ∈ F (the set of features). Values of DoT are similarly
normalized between 0 (highest degree of cohesion) and 1
(lower degree of cohesion). The greater theDoT of a scenario
s, the greater the change of changing swhen the requirements
of a related feature change.

DoT (s) = 1 −
| F | ∑

f ∈F (Dedi(s, f ) − 1
|F | )

2

| F | −1
(3)

Dedi(s, f ) = number of steps in s assigned to f
number of steps of s

(4)

Table 2 Result of the feature assignment for the PLUSS specification
of the Withdraw Scenario on Fig. 2

Feature Withdraw Scenario

1 Withdraw 12

2 PIN 2

3 Fingerprint 2

4 DetailedTransaction 3

Note in Eqs. (2) and (4) that, in order to evaluate these
metrics, we have to assign features to the individual steps
of a specification. We follow the configuration dependency
analysis as a guide [8], assigning a step st to a feature f
if, and only if, the selection of f triggers the configuration
of st. Therefore, we assign a PLUSS step st to a feature f
when:

(a) The step st refers to the feature f as a parameter
(b) The step st is directly related to the feature f
(c) The step st is surrounded by a scenario related to the

feature f.

For instance, let us review the PLUSS specification of the
Withdraw Scenario (Fig. 2). This scenario is related to the
Withdraw feature. Therefore, according to (c), all steps of
this scenario are assigned to this feature. In addition, based
on the step colors, steps SC01-4(a) and SC01-5(a) are also
assigned to the PIN feature, since they are directly related to
it. For the same reason, steps SC01-4(b) and SC01-5(b) are
assigned to theFingerprint feature, and Steps SC01-6, SC01-
9, and SC01-10 are assigned to the DetailedTransaction
feature.

Therefore, to compute DoS and DoT of PLUSS specifi-
cations for each scenario, we tabulate the number of steps
that are related to a specific feature, considering the men-
tioned heuristics. For instance, Table 2 shows the resulting
data for the particular case of the PLUSS specification of the
Withdraw Scenario on Fig. 2.

Then, based on the assignment of all scenarios’ steps to
features, we are able to compute both DoS and DoT. To auto-
mate this calculation, we implemented several R scripts [58]
that calculate these metrics from such tabular data.

Regarding MSVCM, we have to consider the configura-
tion knowledge (ck) to assign aMSVCM step (st) to a feature
(f ). First, there must exist a feature expression (e) in ck that
refers to f, and the assignment occurs when

(a) a transformation associated with e binds a parameter p,
and the step st refers to p

(b) a transformation associated with e selects a scenario s,
and the step st is included in the steps of s
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Fig. 7 Semantics of the refer e f predicate

(c) a transformation associated with e evaluates an advice a,
and the step st is included in the steps of a.

In MSVCM, feature expressions are formulae in propo-
sitional logic, having feature names as atoms. So, a fea-
ture expression (Exp) might be just a feature reference
(FeatureRef String) or a formula involving logical
operators such as Or(Exp, Exp), And(Exp, Exp),
and Not(Exp). We also consider an two-arity predicate,
named refer e f (see equations in Fig. 7), which holds
when the expression e refers to the feature f. This predicate
is necessary to assign steps to a feature.

Applying these heuristics to the configuration knowledge
of Table 1 leads to the following: All steps of scenario SC01
(Fig. 3) are assigned to the Withdraw feature, all steps of
advice ADV01 (Fig. 4a) are assigned to the PIN feature, all
steps of advice ADV02 (Fig. 4b) are assigned to the Finger-
print feature, and all steps in the specifications that refer to
the LIMIT parameter are related to the LIMIT feature. In this
way, we could also tabulate, for each scenario and advice,
the number of steps that are related to a specific feature, and
then compute both DoS and DoT using the same scripts that
compute these metrics for PLUSS.

Considering the effort analysis, to investigate questions
Q3 and Q4, we conduct several controlled experiments, as
detailed in Sect. 5. We consider the average time in minutes
as the metric to verify whether MSVCM increases the time
to derive SPL specifications from a set of individual product
specifications (question Q3). In a similar way, we consider
the average time in minutes as the metric to investigate
whether MSVCM reduces the time to evolve SPL specifi-
cations accordingly to a set of change scenarios (question
Q4).

All experiments that investigate questions Q3 and Q4 fol-
lowaLatin SquareDesign [12,50], in order to simultaneously
block both the behavior effects of analysts (such as expe-
rience) and the characteristics (complexity level, kinds of
features, etc.) of different product lines. In such a design,
the number of treatments being compared, the number of
row factor’s levels, and the number of column factor’s lev-
els are the same, and the experiment runs resemble matrix
arrangements where rows and columns accommodate the
block factors (analysts and product lines), and the Latin let-
ters component represent the treatments. Figure 8 illustrates
a 3×3Latin Square. It can be noted that the treatments appear
only once in a given row or column.

Fig. 8 Latin square arrangement of order 3

3.2 Target product lines

We investigate the research questions using SPLs from dif-
ferent domains and available from distinct sources (books,
technical reports, papers, calls for special issues, thesis, and
so on). In this section, we briefly describe them. Notice that
we have specified the SPLs in different ways. For instance,
most product lines were specified by students. Nevertheless,
the resulting specifications were revised, so as to assure their
conformance to the original specifications and to the ade-
quate practices of each technique.

3.2.1 The security module of a smart home (SmartHome)

This product line deals with different types of issues (such
as intrusion and fire detection) in smart home environments.
The original specification of this product line, which has been
used in different studies, is from [56] and [2].

3.2.2 Conference management product line (EasyChair)

Product line of systems that help program chairs to manage
the process of receiving submitted papers, assigning papers
to reviewers, resolving review conflicts, and preparing the
conference proceedings. The original specification of this
product line is based on existing conference management
systems [13,37].

3.2.3 Mobile media product line (MobileMedia)

SPL for applications that render photo, music, and video
on mobile devices [30]. It has been used in several stud-
ies, mainly because it is well documented and several of its
assets are easily available.

3.2.4 Car crisis product line (CarCrisis)

Product line that aims to facilitate coordination of activi-
ties and information flow between stakeholders that work
together to handle a crisis. The original specification was
proposed as a common case study for aspect-oriented mod-
eling techniques [44].

123



R. Bonifácio et al.

Fig. 9 Density plot of DoS for
the six SPL specifications

3.2.5 The eShop product line (eShop)

This product line, initially detailed by Pohl andMetzger [57],
allows customers to buy goods through aWeb site. The orig-
inal specification was used as the motivating study of a panel
about testing product lines.1

3.2.6 E-Finance product line (HomeBanking)

Product line inspired by the E-Finance Case Study [51]. The
scope of this product line comprises banking services, such
as transactions that allow a customer towithdraw and transfer
money, as well as to manage stocks.

In what follows, we present the main findings of our
investigation as well as more details about the research
settings—in particular the experience of the participants and
the instruments we used for data collection. Since these set-
tings are not exactly the same for the different phases of our
research, to avoid confusion we prefer not to present them in
a single section.

4 Modularity analysis

To investigate Q1 and Q2, we evaluated the degree of scat-
tering and degree of tangling of each aligned specification
of the product lines mentioned in the previous section. Here,
aligned specifications mean that, for each target system, we
are able to generate the same set of products from both
PLUSS and MSVCM specifications. The subjects respon-

1 This panel occurred at the 10th Software Product Line Conference.

Table 3 DoS of features specified using MSVCM and PLUSS

Target system Feature MSVCM PLUSS

HomeBanking Operation Limit 0.55 0.62

HomeBanking DetailedTransaction 0.48 0.83

MobileMedia UserDefinedFolders 0.66 0.85

MobileMedia Multiple Recipients 0.41 0.60

SmartHome Register Inhabitant 0.69 0

SmartHome Request Access to Home 0.51 0

SmartHome Password 0.51 0.53

SmartHome Fingerprint 0.51 0.53

SmartHome Home State 0.53 0.55

Note that this table presents only the features with positive values of
DoS in MSVCM

sible for specifying the SPL using both techniques were
undergraduate students with basic SPL knowledge and who
have received introductory classes discussing both tech-
niques. Next we selected, revised, and aligned the most
suitable specifications for each target system (considering
both techniques). Finally, we computed the metrics DoS and
DoT for these specifications as detailed in Sect. 3.1.

The density plot of Fig. 9 shows the DoS of features
obtained from the target systems specifications. Note that
the specifications of most features are well localized in both
PLUSS and MSVCM, though the frequency of features with
DoS greater than zero is higher in PLUSS than in MSVCM.
Table 3 presents further details, showing all cases where DoS
is positive inMSVCM.Note thatMSVCMeliminates feature
scattering in three SPL specifications (CarCrisis,EasyChair,
and eShop); in the other ones, it reduces the DoS of several
features.
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It was not possible to completely eliminate feature scat-
tering in MSVCM (see Table 3), for reasons related to
parameterization, design choices, and the crosscutting nature
of certain features. For example, the variation points required
by the Operation Limit feature are specified as parameters
and appear in two different scenarios of the HomeBanking
system. A reference to this parameter is shown in the third
step of the Withdraw scenario in Fig. 3. A similar reference
also appears in the Transfer Amount Between Accounts sce-
nario specification, in such a way that the Operation Limit
feature is assigned to one step in each of the mentioned sce-
narios (totalizing two steps assigned to this feature). Since
the MSVCM specification of HomeBanking comprises five
scenarios and seven advice, we have |S| = 12 in Eq. (1)
and DoS(OperationLimit) = 0.545. For a similar rea-
son (parameterization), we could not eliminate the scattering
of the Home State feature in the MSVCM specification of
SmartHome.

As there exist different ways to specify theDetailedTrans-
action feature using MSVCM advice, to avoid bias in favor
of MSVCM, differently from what was illustrated before,
the evaluation presented here specifies the DetailedTransac-
tion feature using two advice: one for starting transactions (a
single-step advice) and another for committing and finishing
transactions (a two-step advice).

Therefore, the specification of the DetailedTransaction
feature comprises a total of three steps distributed in two
advice (from a total of 12 scenarios and advice of the
whole specification). This design scatters the specification of
DetailedTransaction, leading to a DoS of 0.48 in MSVCM
(see Table 3). Differently, both UserDefinedFolders and
Multiple Recipients features of MobileMedia require two
alternative advice, which should be evaluated when those
features are selected or not. That is, the following entries are
present in theMobileMedia configuration knowledge:

Feature expression Transformations

UserDefinedFolders selectScenario SC06
UserDefinedFolders evaluateAdvice ADV05
Not(UserDefinedFolders) evaluateAdvice ADV06
Multiple Recipients evaluateAdvice ADV03
Not(Multiple Recipients) evaluateAdvice ADV04

As a consequence, the UserDefinedFolders feature is
assigned to scenario SC06 (a three-step scenario), advice
ADV05 (a three-step advice), and ADV06 (a single-step
advice); while the Multiple Recipients feature is assigned
to advice ADV03 (a three-step advice) and ADV04 (a
single-step advice). The MobileMedia specification com-
prises 13 scenarios, so that these multiple assignments yield
DoS(User De f inedFolders) = 0.66 and DoS(Multiple
Recipients) = 0.41 in MSVCM.

Fig. 10 PLUSS specifications of Register Inhabitant

Finally, the remaining feature scattering of SmartHome is
a consequence of interactions between the Register Inhabi-
tant and Request Access to Home features with the Password
and Fingerprint features. It is interesting to point out that
modularizing these features as advice reduces tangling but
increases the degree of scattering. For a better clarification,
consider the PLUSS scenarios shown in Figs. 10 and 11. The
DoS of the Register Inhabitant and Request Access to Home
in PLUSS is zero. These features are completely localized
in the PLUSS specification of SmartHome, even though they
are entangled with the Password and Fingerprint features.

Using MSVCM advice, we are able to remove the afore-
mentioned tangling, separating commonbehavior andvariant
behavior. This is depicted in Figs. 12, 13, and 14, which
show the MSVCM specification for registering inhabitants.
We use a two-step scenario (SC01) for the common steps
and two advice for representing each variation related to
the Password (the two-step advice ADV01) and Fingerprint
(the three-step advice ADV02) features. Nonetheless, this
separation increases the DoS of the Register Inhabitant fea-
ture, since its specification is scattered throughout SC01
(two steps), ADV01 (two steps), and ADV02 (two steps).
See the configuration knowledge in Table 4. The whole
MSVCM specification of SmartHome comprises 17 scenar-
ios and advice. Altogether, theDoS of theRegister Inhabitant
features equals 0.69.

123



R. Bonifácio et al.

Fig. 11 PLUSS specifications of Request Access to Home

Fig. 12 MSVCM scenario of Register Inhabitants

Fig. 13 MSVCM advice of Register Inhabitants with Password

The MSVCM specification of the Request Access to
Home feature is scattered by the same reason, leading to
a DoS(Request AccesstoHome) = 0.51. Furthermore, we
could not completely localize the specifications of the Pass-
word and Fingerprint features, since they need different

Fig. 14 MSVCM advice of Register Inhabitants with Fingerprint

Table 4 Some items of the SmartHome configuration knowledge

Feature expression Transformations

Register Inhabitant selectScenario SC01

And(Register Inhabitant, Password) evaluateAdvice ADV1

And(Register Inhabitant, Fingerprint) evaluateAdvice ADV2

… …

Table 5 Basic statistics for the DoT metric considering all projects

Technique VS Mean DoT Median
DoT

Standard
deviation
DoT

PLUSS 37 0.44 0.57 0.25

MSVCM 75 0.08 0.00 0.18

advice for each join point in the specification (one for regis-
tering inhabitants and another for requesting access to home).
Therefore, these features have an heterogeneous crosscutting
behavior [4], which prevent us from removing their scatter-
ing. Finally, ADV01 and ADV02 present some degree of
tangling, as they specify the interactions involving the Reg-
ister Inhabitant feature with the Password and Fingerprint
features. However, it is important to note that this tangling
is not motivated by mixing common and variant behavior;
instead, it mainly occurs due to the interactions between
mandatory and optional features.

Further, also regarding the tangling of scenarios, Table 5
presents basic statistics of theDoTmetric. Note thatwe could
observe a lower DoT when considering all target systems.
This occurs because most scenarios of the target systems
require at least one variation point, which in PLUSS are
directly related to a feature. For instance, considering the
eShop target system, only the PLUSS version of the Create
Wish List scenario is related to just one feature. Nevertheless,
the MSVCM specification of the SmartHome target system
presents several scenarios and advice with values of DoT
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higher than zero. This occurs due to the feature interac-
tions discussed before. In addition, fine-grained variability,
represented as parameterized steps, also causes tangling in
MSVCM scenarios and advice. It is also important to dis-
cuss the higher number of scenarios (and advice) when using
MSVCM.Considering all target systems, the vocabulary size
(VS), that is, the number of scenarios and advice, inMSVCM
has almost doubled, when compared to the same metric in
PLUSS.

These results suggest that the greater the number of homo-
geneous crosscutting features and the number of variants for
a scenario, the greater the benefits of applying MSVCM. In
those cases, theMSVCMimprovements in both feature local-
ization and scenario cohesion become more evident. In fact,
the expected benefit of MSVCM is to reduce the effort for
evolving an SPL. The metrics suite employed here quantifies
such an impact, since (a) if a scenario has a greater DoT,
introducing a new alternative to its variant behavior requires
more changes in the base specification, and (b) evolving
features with high DoS requires changes in different scenar-
ios. Although the observed improvements vary, in most of
the cases, MSVCM increases scenario cohesion and reduces
feature scattering. The next section presents a detailed inves-
tigation about the impact of these modular benefits with
respect to the effort to derive and evolve SPL specifications.

5 Effort analysis

The previous empirical studies suggest thatMSVCM leads to
SPL specifications that aremoremodular than PLUSS. How-
ever, they do not provide evidence about the consequences
of the improved modularity, in particular the costs to derive
and evolve SPL specifications using both techniques. For
that reason, we conducted controlled experiments compar-
ing PLUSS with MSVCM to assess the effort required by
these approaches to derive and evolve SPL specifications. In
this way, we attempt to answer questions Q3 and Q4. More
precisely, the following null hypotheses are investigated:

H1.0 There is no significant difference in the time required
to derive product line specifications, by reason of the
specification technique (PLUSS or MSVCM).

H2.0 There is no significant difference in the time required
to evolve product line specifications, by reason of the
specification technique (PLUSS or MSVCM).

With the first hypothesis, we want to investigate whether
modularity imposes extra costs to the process of deriving an
SPL specification from the specification of individual prod-
ucts. Note that, to conceive a modular specification, it is
necessary to experiment with different design alternatives—
until a proper decomposition strategy is found. Moreover,

Table 6 Some figures about the product specifications used in the first
experiments round

EasyChair eShop

Number of features 18 19

Number of scenarios 9 6

Number of steps 48 41

a modular design often leads to a large number of small
modules (in MSVCM, scenarios and advice) and requires an
extra effort for specifying the composition rules that would
be necessary during the product derivation. With the sec-
ond hypothesis, we want to investigate whether modularity
delivers one of its intended benefits, that is, minimizing the
extra costs necessary to derive an SPL specification during
the maintenance tasks.

We use the convenience samplingmethod [67], where stu-
dents taking a first course in SPL engineering participated
as the subjects of the experiments detailed here—in order
to achieve part of the requirements necessary to succeed in
the course. Initially, we had planned just the two experiments
detailed in Sect. 5.1. However, after analyzing the results, we
decided tomitigate two threats for our initial conclusions: the
reduced number of preparatory classes and the ad hoc proce-
dure to collect the response variables. In order to do that, we
executed two new rounds of experiments (Sects. 5.2, 5.3). In
each round, we performed two experiments: one for evalu-
ating the effort required to derive an SPL specification and
another for investigating the effort required to evolve SPL
specifications.

In fact, besides mitigating the mentioned threats, we also
extended the second hypothesis, varying the kinds of change
and the familiarity of the subjects with the task of evolv-
ing SPL specifications. Although the first round could not
be conclusive due to the mentioned threats, it is still pre-
sented here in detail to explain the rationale for the second
and third rounds of experiments; it also illustrates the execu-
tion procedure and the data analysis method that we used in
all experiments.

5.1 First round

This round considered two product lines: one for the elec-
tronic commerce domain (eShop) and another for the con-
ference management systems domain (EasyChair). Table 6
presents some figures of the input specifications, which were
briefly mentioned in previous sections. We consider only
that part of the specifications, to reduce the effort required
to complete the planned activities. Thus, the design of the
experiment controls the SPL factor, even though eShop and
EasyChair belong to different domains.
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Fig. 15 Layout of the
experimental design

Here we investigate hypotheses H1 and H2 by means
of two experiments. In the first one, students followed the
extractive approach [48] for SPL development: They derive
SPL specifications from scenarios of specific products. Dif-
ferently, in the second experiment, students followed the
reactive [48] approach for SPL evolution, where they had
to evolve existing SPL specifications according to a set of
change requests. In what follows, we detail the design, exe-
cution, and analysis of these experiments.

5.1.1 Preparatory classes, subjects, and tool support

In the first round, twelve students playing the role of analysts
participated in the experiments. They were undergraduate
and graduate students with minimal industrial experience
and basic knowledge about SPLs. Therefore, we did not use
the experience of the subjects to stratify our sample—the
students were not separated in distinct groups according to
their experience. Nevertheless, as we discussed in Sect. 3.1
(and provide more details in Sects. 5.1.2, 5.1.3), the Latin
square design we use in our experiments allowed us to con-
trol the participant experience by means of randomization
and replication. In addition, to avoid the learning factor, we
also assured that the participants did not have any previous
experience with the target systems.

After taking introductory classes about SPLs in general,
we started the experiment preparation bymeans of a two-hour
class, where the subjects were first introduced to the concepts
of each technique and to basic references about PLUSS and
MSVCM. Then, during a two-hour practical class, a warm-
up session detailed some of the activities the students should
develop during the execution of the experiment, but focusing
only on the extractive approach, since the idea was to famil-
iarize the subjects with the techniques. In this first round of
experiments, the students would derive and evolve the SPLs
specifications using MS-Word templates. Therefore, at this
stage, no specific tool was available to the execution of the
experiments.

5.1.2 Assessment of SPL derivation

Since twelve analysts were available for the experiment
and the aim was to compare two treatments (PLUSS and
MSVCM), we used a Latin square design of order two, as
suggested by Fig. 15. Each row of a square represents an ana-
lyst, and the columns correspond to the product lines eShop
and EasyChair. Randomization was independently applied
to each square, following the procedures described in [12].

The execution was carried out during two laboratory
sessions. In the first session, students derived the eShop
SPL specification from existing product specifications, using
either MSVCM or PLUSS. In the second session, they
derived the specifications of the EasyChair SPL using a dif-
ferent technique from the first class, as prescribed by the
Latin squares.

For each product line, we provided the following material
to the students:

– feature model;
– two feature configurations; and
– two sets of scenario specifications, one for each product

associated with the provided configurations.

During the experiment execution, several questions arose,
andmost of them related to the correct assignment of features
to the elements of the input specifications. Answers to those
questions were provided to all students. In addition, besides
deriving the product line specifications, the subjects were
also responsible for recording (using an MS-Word template)
the time required to specify each SPL scenario. Based on
this data, we could compute the time required to derive the
complete product line input specification.

The box plot in Fig. 16a shows the effort (total time
in minutes) to derive SPL specifications in PLUSS and
MSVCM. Note that this box plot reveals an outlier in
MSVCM, which corresponds to a student who did not com-
plete the activity during the laboratory sessions. Since such
a result does not correspond to an observation with the same
experimental condition as the others, we replaced this outlier
by the average time required to derive MSVCM specifica-
tions. Although being a naive imputation procedure, it is
sufficient to avoid eliminating the remaining information for
the respective Latin square, without compromising conclu-
sions. Figure 16b shows the resulting box plot.

After removing the outlier, we proceeded with the data
assessment,which leads to the analysis of variance (ANOVA)
shown in Table 7. The data assumptions concerning additiv-
ity and homoscedasticity were satisfied [12]. Based on the
ANOVA results and considering a p value of 0.05 as a refer-
ence for declaring statistical significance, we conclude that
there is not enough evidence to reject the null hypothesis
that

H10. There is no significant difference in the time
required to derive a product line, by reason of the spec-
ification technique (PLUSS or MSVCM)
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Fig. 16 Box plots showing the effort to derive product lines in the first
experiments round a Box plot with outliers. b Box plot after removing
outliers

since the technique p value was 0.06 (see Table 7). In sum-
mary, this experiment was not able to detect any significant
difference in the average time required to derive SPL speci-
fications using PLUSS and MSVCM.

5.1.3 Assessment of SPL evolution

Similar to the previous investigation, the experimental design
for this study was based on Latin squares of order two. In this
case, ten analysts (a subset of the students who participated
in the previous experiment) were randomly assigned to the
rows of five squares.

Table 7 Results of the ANOVA, regarding the time to derive a product
line in the first experiments round

Df Sum Sq Mean Sq F value p value

Replica 5 1358.21 271.64 2.34 0.1185

Replica:Student 6 640.25 106.71 0.92 0.5201

SPL 1 198.38 198.38 1.71 0.2206

Technique 1 513.37 513.37 4.42 0.0619

Residuals 10 1161.75 116.17

Here, the second controlled factor was two sets of change
requests, which had been proposed to evolve a base con-
ference management product line (EasyChair) specification.
These change requests correspond to different types of evo-
lution, such as adding new features to the product line,
removing existing features, or introducing new options to
alternative features. The two sets of change requests are avail-
able as supplemental material.2 We request the analysts to
evolve two aligned, reference specifications of EasyChair.
One written in MSVCM and another in PLUSS. Since the
subjects had already been introduced to the techniques under
investigation, we considered seminar and warm-up sessions
unnecessary.

Students carried on the activities during sessions of atmost
two hours each. Analysts had to evolve the aligned product
line specifications according to the first set of change requests
in the first class and according to the second set of change
requests in the second class. Notice that, if a student applied
the first set of CRs (SCR01) to the MSVCM specification,
she had to apply the second set of CRs (SCR02) to the PLUSS
specification (and vice versa). Therefore, the Latin squares
were organized as shown in Fig. 17.

For each product line, we provided the following material
to the students

– feature model;
– reference specifications written inMSVCM and PLUSS;

and
– two sets of change requests. Each CR was specified in

such a way that the students should be able to realize the
impact on the base specifications.

In this activity, students were responsible for (a) figuring
out the impact of the CRs, (b) evolving the reference specifi-
cations according to each CR, (c) evolving the configuration
knowledge, when necessary, and (d) recording the time to
evolve the specifications according to each CR.

The box plot in Fig. 18 shows the effort (total time
in minutes) to evolve SPL specifications in PLUSS and
MSVCM. Although we found two outliers in this response

2 http://bit.ly/cQ7ZmU.
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Fig. 17 Layout of the
experimental design
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Fig. 18 Box plot showing the effort required to evolve a base spec-
ification of EasyChair, using either PLUSS or MSVCM in the first
experiments round

data, they were not excluded from our analysis—mainly
because the corresponding values do not violate the two-hour
constraint.

The analysis followed in this experiment was similar to
the previous one. We first checked whether the response data
satisfied all constraints of the regressionmodel, but consider-
ing sets of change requests as treatments (instead of the SPL
treatment of the previous experiment). Based on the ANOVA
results and also considering a p value of 0.05 as a reference,
we conclude that there is not enough evidence for rejecting
the null hypothesis that

H20. There is no significant difference in the time
required to evolve a product line, by reason of the spec-
ification technique (PLUSS or MSVCM).

since the techniquepvaluewas 0.2071. So, this experiment of
the first roundwas not able to detect any significant difference
in the average time required to evolve SPL specifications
using PLUSS or MSVCM (Table 8).

5.1.4 Discussion

The results of this first round contradicted our initial expec-
tation. Previous results suggest that advanced techniques for
modularizing features require more time to derive variant
behavior (which should enforce the first hypothesis) [41],

Table 8 Results of the ANOVA regarding the time to evolve a product
line in the first experiments phase

Df Sum Sq Mean Sq F value p value

Replica 4 691.70 172.93 1.45 0.3024

Replica:Student 5 763.75 152.75 1.28 0.3586

ChangeSet 1 4.05 4.05 0.03 0.8583

Technique 1 224.45 224.45 1.88 0.2071

Residuals 8 953.00 119.12

since one has to carefully think about how to structure vari-
ations. Additionally, since we have evidence that changes
in MSVCM are more localized, we were expecting that this
technique would reduce the time to evolve the specifications
of an existing SPL. So, we decided to carry out a second
round of experiments, which aims to generalize our results,
identify the relevant factors, and mitigate some of the threats
that could lead to the unexpected results of the first round.
Particularly, we attempted to avoid the following potential
threats:

– Lack of training.Wehad only two sessions for preparing
the subjects to the mentioned activities. In the first, we
introduced the techniques, whereas in the second class,
we performed a warm-up. The lack of expertise of the
analysts with the techniques could have influenced the
results.

– Non-representative CRs. In the first round, just a few
CRs required changes to the different parts of the speci-
fications. Perhaps for that reason, we could not realize a
significant difference in the effort to evolve SPLs regard-
ing the Technique factor.

– Imprecise data collection. In the first round, analysts
were asked to record the time to derive and evolve prod-
uct lines using a MS-Word template. This could lead to
imprecise data collection, so we decided to implement a
tool that helps the students to record the effort of these
activities.

5.2 Second round

The second round of experiments involved new subjects—
students with similar characteristics to the participants of the
first round (see Sect. 5.1.1). The goals of this round were
analogous to the previous one: Two experiments were car-
ried out in order to compare the performance of PLUSS and
MSVCM, with respect to the derivative and evolutive situa-
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Table 9 Some figures about the product specifications used in the sec-
ond experiments round

CarCrisis MobileMedia

Number of features 14 17

Number of scenarios 7 6

Number of steps 47 50

tions. In addition, the design of these experimentswas similar
to the ones in the first round. We highlight the main differ-
ences in what follows.

5.2.1 Preparatory classes, subjects, and tool support

In this round, we allocated seven (2-h) sessions to prepare
the students for executing the activities. In the first class, we
explained the techniques. Then, we followed four warm-up
sessions that focused on the derivative situations and aimed at
familiarizing the subjects with the techniques as well as with
an editing and time recording tool they should use during the
activities. Indeed, during the warm-up sessions, the subjects
proposed several improvements to this tool. After that, we
presented the results to the participants (sixth session) and
concluded the preparatory period with one warm-up session
focusing on the tasks for evolving scenarios.

A more expressive number of analysts participated in this
round—24 students got involved in the experiment regard-
ing the extractive approach, that is deriving an SPL, whereas
22 students took part in the experiment about the reactive
approach, evolving an SPL. All participants were computer
science undergraduate students enrolled in an introductory
SPL course. To avoid a learning effect, none of these partic-
ipants was involved in the previous round.

As mentioned before, in order to mitigate errors during
data collection,we implemented aWeb-based tool that allows
the subjects to derive and evolve SPLs using PLUSS and
MSVCM. This tool records all SPL specifications and the
time spent by the students to execute their activities. More-
over, it also computes the metrics discussed in Sect. 3.1,
increasing our confidence about the acquired data.

5.2.2 Assessment of SPL derivation

This round considered two different product lines: the car
crisis product line (CarCrisis) and the mobile media product
line (MobileMedia). Table 9 presents some figures about the
sets of product specifications.

Before analyzing the results, using a process similar to the
previous round, we first evaluated the students results so that
we could discard incomplete and inaccurate specifications.
We excluded specifications with missing scenarios as well
as specifications whose scenarios were mostly wrong and

Fig. 19 Box plot showing the effort required to derive SPLs, using
either PLUSS or MSVCM in the second experiments round

Table 10 Results of the ANOVA regarding the time to derive an SPL
in the second experiments round

Df Sum Sq Mean Sq F value p value

Replica 6 4055.07 675.84 3.04 0.0480

Replica:Student 7 6466.26 923.75 4.15 0.0152

SPL 1 85.20 85.20 0.38 0.5476

Technique 1 4597.74 4597.74 20.67 0.0007

Residuals 12 2669.69 222.47

that would require a significant effort to fix. Nevertheless,
we considered in our analysis specifications presenting small
mistakes, such as a wrong assignment of a step to a feature,
mainly because we comprehend that such faults would not
compromise the effort assessment. After excluding some of
the specifications, our analysis considered only seven Latin
squares (instead of the 12 squares that could be drawn from
24 subjects).

Figure 19 and Table 10 show the results. Note that dif-
ferently from our previous findings, here we obtained strong
evidence for rejecting H10 (p value = 0.0007). As a con-
sequence, we could assume the Technique factor as being
significant regarding the time to derive product line speci-
fications from individual product specifications. Moreover,
since we are evaluating just two techniques, we could infer
which technique has a better performance by comparing their
respective means. Since the difference between the mean
time of MSVCM and PLUSS equals 26min, we have evi-
dence that PLUSS requires less effort than MSVCM for
creating SPL specifications.
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Fig. 20 Box plot showing the effort required to evolve SPLs, using
either PLUSS or MSVCM in the second experiments phase

Table 11 Results of the ANOVA regarding the time to evolve an SPL
in the second experiments round

Df Sum Sq Mean Sq F value p value

Replica 7 2140.03 305.72 1.98 0.1304

Replica:Student 8 2447.92 305.99 1.99 0.1250

CR 1 936.90 936.90 6.08 0.0272

Technique 1 212.54 212.54 1.38 0.2598

Residuals 14 2157.34 154.10

5.2.3 Assessments of SPL evolution

In this experiment, students extended reference specifica-
tions of the Car Crisis product line (CarCrisis), according
to two sets of change requests. Here, we aimed to evaluate
our hypothesis H2: The time to evolve SPL specifications
using MSVCM is smaller than using the PLUSS approach.
In this round, some of the changes were crosscutting, having
an effect on different parts of the reference specifications.
Our analysis is identical to the previous round.

As discussed previously, 22 students were involved in this
experiment (which should totalize 11 replicas—one replica
for each Latin square). However, after discarding incomplete
and wrong specifications, using the same criteria presented
in the previous section, only eight replicas were considered
in our analysis. Figure 20 and Table 11 show our findings.
Notice in Table 11 that the p value for the Technique factor is
0.2598. Therefore, as in the first round, we could not reject
H20, and differences regarding this factor could bemotivated
by chance. We believe this was motivated by the lack of
confidence of some students regarding how to proceed to

Table 12 Some figures about the product specifications used in the
third experiments round

MobileMedia HomeBanking

Number of features 17 16

Number of scenarios 6 6

Number of steps 48 60

apply some types of changes in MSVCM. Particularly, some
of the change requests required simple modifications only in
the configuration knowledge, but subjects spent a long time
to figure that out.

In order to evaluate whether a compositional approach
requires more training sessions to pay off for evolution tasks,
we decided to conduct a new round of experiments. For this
reason, in the third round, we dedicated more time to warm-
up sessions for training students in the evolutive approach.
After analyzing the results of the first two rounds, our new
hypothesis was that modularity pays off for evaluation tasks
only in situations where the analysts have been well trained
in the tasks for evolving SPL specifications.

5.3 Third round

Similar to the previous rounds, the two experiments here
aimed at evaluating both derivative and evolutive situations.
However, comparing the second round, the major difference
was that we had four more warm-up sessions, in order to
better prepare the students to evolve SPL specifications.

5.3.1 Preparatory classes, subjects, and tool support

The settings here were similar to the second round. Partic-
ularly, we use the same tool of the second round to derive
and evolve SPL specifications and record the time required
to perform each activity.

Besides that, a new set of students took part on this exper-
iment. In more detail, 16 analysts participated in this round,
for both derivative and evolutive experiments. Clearly, this
number of students allows only a reduced number of repli-
cas in each experiment, when compared to the second round.
Nevertheless, such a reduction did not compromise the qual-
ity of the data we obtained—the response data conform to
the model constraints.

5.3.2 Assessment of SPL derivation

This round considered two different product lines: themobile
media product line (MobileMedia) and the home banking
product line (HomeBanking). Table 12 shows some figures
about the input set of product specifications.
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Fig. 21 Box plot showing the effort required to derive SPLs, using
either PLUSS or MSVCM in the third experiments round

Table 13 Results of the ANOVA regarding the time to derive an SPL
in the third experiments round

df Sum Sq Mean Sq F value p value

Replica 4 3243.65 810.91 7.91 0.0070

Replica:Student 5 1596.15 319.23 3.11 0.0747

SPL 1 620.14 620.14 6.05 0.0394

Technique 1 2573.54 2573.54 25.09 0.0010

Residuals 8 820.56 102.57

Although 16 students were involved in this experiment
(which should lead to eight replicas), our analysis here con-
sidered only five replicas—mainly because we had to discard
some specifications thatwere either incomplete or inaccurate.

We proceeded with our analysis as in previous rounds.
Figure 21 and Table 13 show the results, after treating an
outlier that was probably related to a problem during data
collection. Similar to the second round, herewe also obtained
strong evidence for rejecting H10 and we could infer which
technique has a better performance by comparing the average
response ofMSVCM - PLUSS, which equals 20.12min. As a
consequence, we getmore evidence that PLUSS requires less
effort than MSVCM for creating SPL specifications, which
confirms our initial expectations.

5.3.3 Assessment of SPL evolution

In this experiment, students evolved aligned specifications
of the E-Finance product line (HomeBanking), according
to two sets of change requests. We were expecting to con-
firm H2, since students were better prepared to this activity,

Fig. 22 Box plot showing the effort required to evolve SPLs, using
either PLUSS or MSVCM in the third experiments round

Table 14 Results of the ANOVA regarding the time to evolve an SPL
in the third experiments round

Df Sum Sq Mean Sq F value p value

Replica 5 1621.09 324.22 3.21 0.0551

Replica:Student 6 3164.69 527.45 5.22 0.0112

CR 1 521.58 521.58 5.16 0.0465

Technique 1 380.14 380.14 3.76 0.0812

Residuals 10 1010.97 101.10

and the results of the empirical studies detailed in Sect. 4
suggested that MSVCM improves modularity, when com-
pared to PLUSS. Similar to the previous investigation, 16
students were involved in this experiment (which should lead
to eight replicas). Nevertheless, after discarding some incom-
plete specifications, we only considered six replicas in our
analysis, where each replica corresponds to a Latin square.

Our design, model, and analysis here were also similar to
the previous round. Figure 22 andTable 16 showour findings.
This time, the p value of the technique factor was 0.08, which
according to Ramsey [59] suggests the technique factor as
being relevant to the process of evolving SPL specifications.
Thus, although we do not have enough evidence for rejecting
H20, the response data of this experiment suggest to reject it.
In addition, the differences in the average responsesMSVCM
- PLUSS is negative (−8.14min), meaning that if the tech-
nique factor is really significant, we would have evidence
that MSVCM has a better performance than PLUSS when
considering SPL evolution with more trained subjects (Table
14).

Note that we only discarded incomplete specifications—
where at least one scenario was missing, using the same
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Table 15 Measured effort (in
seconds) of the evolutive
experiment, third round

Replica Student Replica:Student CR Technique Effort effort′ effort′′

1 1 1 CR01 MSVCM 4155 4155 4155

1 1 1 CR02 PLUSS 3717 3717 3717

1 2 2 CR01 PLUSS 4609 4916 5632

1 2 2 CR02 MSVCM 3560 3560 3560

2 3 1 CR01 PLUSS 4541 4843 5564

2 3 1 CR02 MSVCM 2741 2741 2741

2 4 2 CR01 MSVCM 5397 5397 5397

2 4 2 CR02 PLUSS 4777 5393 5800

3 5 1 CR01 PLUSS 3355 3578 4378

3 5 1 CR02 MSVCM 3460 3460 3460

3 6 2 CR01 MSVCM 3094 3094 3094

3 6 2 CR02 PLUSS 4901 4901 4901

4 7 1 CR01 PLUSS 5673 5673 5673

4 7 1 CR02 MSVCM 3928 3928 3928

4 8 2 CR01 MSVCM 4063 4063 4063

4 8 2 CR02 PLUSS 3569 3569 3569

5 9 1 CR01 MSVCM 3332 3332 3332

5 9 1 CR02 PLUSS 3461 3461 3461

5 10 2 CR01 PLUSS 2815 2815 2815

5 10 2 CR02 MSVCM 2001 2001 2001

6 11 1 CR01 PLUSS 2778 2963 3801

6 11 1 CR02 MSVCM 1859 1859 1859

6 12 2 CR01 MSVCM 5399 5399 5399

6 12 2 CR02 PLUSS 4524 4524 4524

criteria of the previous experiments. However, here we
observed that several PLUSS specifications do not satisfy all
change requests, most likely because some of these change
requests demanded scattered changes. Since these faultswere
not observed in the corresponding MSVCM specifications,
we decided to carry out a (simple) sensitivity analyses on the
data.

In the first sensitivity analysis, we first calculated the total
number of PLUSS modifications (m) required by each set of
change requests on the original specifications (the number
of PLUSS modifications required by the first set of change
requests equals 30, whereas the number of modifications
required by the second set of change requests equals 35).
Then, for each specification that satisfies nmodifications, we
adjusted the effort (response data measured in seconds3) by:

e f f or t ′ = e f f or t + (m − n) × e f f or t
n

In this case, if the specification satisfies all modifications,
effort′ equals effort. Differently, if the specification satisfies

3 Actually, the effort was collected in milliseconds. However, to facil-
itate the reader to comprehend our results, we discuss our findings in
this paper either in seconds or in minutes.

Table 16 Results of the ANOVA regarding the time to evolve an SPL
in the third experiments round, but considering an adjusted response
data

Df Sum Sq Mean Sq F value p value

Replica 5 1936.86 387.37 4.02 0.0293

Replica:Student 6 3150.33 525.06 5.44 0.0096

CR 1 585.75 585.75 6.07 0.0334

Technique 1 627.64 627.64 6.51 0.0288

Residuals 10 964.51 96.45

31 of the 35 expected modifications of the second set of
change requests and considering the response data equals
4777s, the resulting effort (effort′) equals 5393s. Table 15
presents themeasured data as well the adjusted effort (in bold
face) for this experiment.

Finally, to conclude the first sensitivity analysis, we per-
formed an ANOVA test, but now considering the adjusted
effort as response variable. In this case, we obtained a strong
evidence that we should reject H20.

The second sensitivity analysis considered the standard
deviation (σ ) of the response data to adjust the measured
effort in seconds. For this experiment, the standard deviation
of the response data equals 1024 seconds. It is important to
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note that we adjusted only the measure data of the specifi-
cations that did not satisfy all change requests, according to
the formula:

e f f or t ′′ = e f f or t + σ

Table 15 presents the results of this adjustment. Again, we
conducted an ANOVA test with respect to the adjusted effort
and obtained a p value of 0.0046 for the technique factor.

5.4 Meta-analysis

In this section, we detail the results of a meta-analysis that
combines the results of the three rounds of experiments.
According to Horthon and Everitt, meta-analysis is a quanti-
tative procedure for increasing the confidence of systematic
reviews [29]. Such a procedure combines statistical results
from different studies and has become increasingly popu-
lar within the field of evidence-based medicine. Although
the experiments described in this paper were statistically
designed and analyzed for the purpose of this research, we
explore combining their results in a meta-analysis approach
computing their effect sizes and estimating their summary
effect and heterogeneity [11].

There are differentmodels for performing ameta-analysis,
as discussed in [11] and [29]. Here, we use the fixed-effects
model, mainly because our goal is to investigate whether
a treatment (MSVCM or PLUSS) had an impact on the
response variable (effort to derive or evolve SPL specifica-
tions) and the number of investigated studies is small [29,47].
Indeed, a meta-analysis consists of first computing the effect
size and the weight factor for each study. Then, we com-
pute the summary effect of the treatment according to the
meta-analysis model. Finally, the results of themeta-analysis
are discussed in terms of the summary effect size and the
heterogeneity of the studies, and the resulting statistics are
typically represented using forest plots. A detailed introduc-
tion about how to conduct a meta-analysis could be find in
[11] (Table 16).

We computed the effect size of each study using the raw
mean difference (D), as detailed in [11,15]. Let X1 and X2
be the sample means of two independent groups. Then, the
difference in the sample means is D = X1− X2. In addition,
let S1 and S2 be the sample standard deviations of the two
groups and n1 and n2 be the respective sample population’s
size. Under the assumption that the standard deviations are
the same for both populations, we can calculate the variance
of D (VD) according to Eqs. (5) and (6), and the standard
error of D is SED = √

VD .

VD = n1 + n2
n1n2

S2pooled,where (5)

Spooled =
√
(n1 − 1)S21 + (n2 − 1)S22

n1 + n2 − 2
(6)

Besides, the weight assigned to each study in a fixed-
effect meta-analysis is given by Wi = 1

VYi
, where VYi is the

within-study variance for the i th study. The weighted mean
M, the variance of the summary effect VM , and the estimated
standard error of the summary effect (SEM ) are computed
according to Eqs. (7), (8), and (9), considering that Yi is the
effect size for the i th study.

M =
∑k

i=1 WiYi
∑k

i=1 Wi
(7)

VM = 1
∑k

i=1 Wi
(8)

SEM =
√
VM (9)

We are also interested in estimating the real differences in
the effect size (that is, the heterogeneity). These differences
could not be explained by the within-study error. There are
several statistics for testing the heterogeneity amongdifferent
studies, though most of them are based on Q—a statistic
that is equivalent to the weighted sum of squares [11]. Our
analysis of heterogeneity is based on the I 2 statistic [see Eqs.
(10), (11), and (12)], since it is not affected by the number
of studies [11]. In fact, the I 2 statistic gives the proportion
of variance that is due to the real differences in effect size.

Q =
k∑

i=1

(
Yi − M

Si

)2

(10)

I 2 =
(
Q − d f

Q

)
× 100% (11)

d f = k − 1 (12)

Figures 23 and 24 present the forest plots showing the
results of the meta-analysis, regarding the derivative and
evolutive situations. This kind of plot is commonly used
in meta-analyses, mainly because it graphically depicts the
statistics (effect size and weight assigned to each study, sum-
mary of the effect size, variance of the summary effect, and
so on) mentioned before. In our case, the first three lines
of the forest plots represent a round of experiments (regard-
ing either the derivative or evolutive situations), while the
fourth line represents the summary of the meta-analysis. The
first columns present information about each study—a short
description, the mean, and the standard deviation for each
technique. Next, there is a chart representing the effect size
of each study. Indeed, the effect size of each study is repre-
sented as a square of size proportional to the weight assigned
to each study and centered at the computed effect size. The
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Fig. 23 Forest plot with the results of the meta-analysis for the derivative situation
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Favors MSVCM Favors PLUSS

MSVCM PLUSS

Fig. 24 Forest plot with the results of the meta-analysis for the evolutive situation

last two columns of the forest plot show the weight, the raw
mean difference, and the confidence interval (considering
95% as reference). Finally, the diamond in the last line of
the forest plot represents the overall summary effect size.
The center of the diamond shows the point that estimates the
summary effect size, whereas the diamond’swidth represents
the limits, considering a 95% confidence interval.

According to the forest plot in Fig. 23, the effect size of the
three rounds of experiments are in favor of PLUSS, regard-
ing the derivative situation—indeed, the summary effect size

equals 17.41min in favor of PLUSS. The 95% confidence
interval is between 6.32 and 28.51min. Note that compar-
ing the effect size of the three rounds, the first leads to the
lower effect size (9.25min). We believe that this result might
have been motivated by the lack of precision for data col-
lection in the first round of experiments (as discussed in
Sect. 5.1.4). This might also have increased the heterogene-
ity of the results (I 2 = 46.72%). Therefore, the proportion
of variance that is due to real difference is almost 50%, with
statistics Q = 3.68, d f = 2, and p value = 0.15.
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According to the forest plot of Fig. 24,which considers the
evolutive situation, we emphasize that only the third round
reports an effect size in favor of MSVCM (in this case, a
raw mean difference of −7.93min or −8′33′′). Considering
the three investigations regarding the evolutive situation, the
summary effect size equals 2.39min, which is a value in
favor of PLUSS. In this case, the 95% confidence interval is
in the range of −6.25 to 10.23min. This investigation also
reveals the presence of heterogeneity (I 2 = 31.54%), with
an estimation of Q = 3.03, two degrees of freedom, and p
value0.21 for the null hypothesis of homogeneity.We believe
that this heterogeneity ismostly due to the preparatory classes
wepresented to the subjects in the third round of experiments.

5.5 Summary

In summary, our conclusion is that the benefits regarding
better modularity provided by the compositional approach
MSVCM have a payoff during evolution. However, this can
only be achieved after an up-front investment in training
to reduce the effort required to evolve SPL specifications.
Besides that, we believe that localized changes could reduce
errors when evolving specifications, although the investiga-
tion of this attribute was not considered as an hypothesis of
this study. Finally, regarding the effort to derive a SPL speci-
fication, the additional costs related to the design of modular
specifications in MSVCM might be amortized by the devel-
opment of specific tools for helping the analysts. This is left
for future work.

6 Threats to validity

Internal validity In the first round, we did not use an ade-
quate instrument for measuring the time required to extract
and evolve product line specifications. This motivated us
to implement the tool support used in the second and third
rounds. Such a toolmeasures the effort of the subjects to carry
out their activities in milliseconds. We are confident that this
tool collects the time of the activities consistently. Never-
theless, we realized a sole atypical measurement, where the
student spent more than 3000min to conclude his task. A
data collection error might have occurred during this mea-
surement. So, we decided to treat this outlier as described
in Sect. 5.1.2, replacing this observation by the average time
required to extract product lines in the specific technique.
Conclusion validityWe rely on two assumptions to the mea-
surement process: (a) The measured data (effort) should be
a positive value and most of the collected data should be less
than 120min—since most of the students concluded their
activities on time and (b) there must exist a strong correla-
tion between the measured data MD and the difference D
between the time in which the student concluded his(her)
activity and the time inwhich he(she) started his(her) activity.

The software used in the second and third rounds collected
those moments. Figure 25 shows the density plot of the sec-
ond (R2) and third rounds (R3), grouped by the extractive
(P1) and evolutive situations (P2). It is possible to observe
that the response data concentrate on the interval between 50
and 100min, as expected. Further, we verified that the corre-
lation coefficient betweenMD and D is 0.91, supporting our
expectations.

In addition, we also investigated the accuracy with which
our study measures the factors or situations under inves-
tigation, regarding both modularity of SPL specifications
(Sect. 4) and the effort to create and maintain SPL specifica-
tions (Sect. 5). We used two metrics (degree of scattering
and degree of tangling) for modularity measurement that
have been proposed and validated [23] according to the
Kitchenham, Pfleeger, and Fenton framework for software
measurement validation [46] and used in a number of pre-
vious studies [8,24,25]. We could have used other metrics
to measure scattering and tangling, such as Concern Dif-
fusion over Components and Concern Diffusion over Lines
of Code [31], but they lead to absolute values that might
hinder the comparison between two specifications. Differ-
ently, DoT and DoS lead to normalized values (between 0
and 1), according to the recommendations for software mea-
surement [46]. Regarding our effort analysis, we measured
the average time to conclude the activities. This is a practical
approach to compare the effort required by different tech-
niques to solve a similar task and has also been used in other
studies [20,22,52,61]. For the reasons presented above, we
consider that we measured the two factors of interest (speci-
fication’s modularity and effort) properly.
External validity There are some factors that might prevent
the generalization of our results. First, one might argue that
the target systems (Sect. 3.2) are not representative and, for
this reason, the results could not be generalized for larger
software product lines. As explained in Sect. 3.2, the tar-
get systems have been used in the literature and there was
a conservative limit on the tasks size: Each task should be
concluded in at most two-hour sessions. Second, the use of
students as subjects in software engineering experiments has
also been criticized [35]. Nevertheless, we agree with the
opinion that the use of students is “well suited to investigate
certain issues that do not require high levels of industrial
experience” [6,45], which is the case of our investigation.We
did not conduct a pretest to determine the experience of the
subjects, but based on the characteristics of the undergraduate
and graduate students at Federal University at Pernambuco,
it was possible to generalize a typical profile for the partic-
ipants (as discussed in Sects. 5.1.2 and 5.1.3). Besides that,
we claim that this threat does not reduce the relevance of our
findings, since the design of the experiments deals with the
experience factor of the students, as discussed in Sects. 3,
5.1.2, and 5.1.3.
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Fig. 25 Density plot of the
response data with respect to the
second and third rounds of
experiments
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7 Related work

As detailed next, the investigation described in this paper is
mainly related to use case scenario variability management,
empirical studies in aspect orientation, and experimentation
in software engineering.

7.1 Scenario variability management

Besides PLUSS and MSVCM, there exists other techniques
for representing SPL variabilities in use case scenarios, as
mentioned in Sect. 2. Here, we present an overview of those
techniques—apart from MSVCM and PLUSS.

7.1.1 PLUC

PLUC (product line use cases) is an extension of use cases
that allow system analysts to represent variability in require-
ments. In fact, PLUC was proposed as a mean to represent
requirements in a suitable way to derive SPL test cases from
use case scenarios.

Specifications written in PLUC represent variability by
means of special tags, which are explicitly enclosed through-
out the use case sections. Therefore, similar to PLUSS, one
single asset describes both common and variant behavior—

there is no separation between a base specification and the
optional features that crosscut it.

Besides this initial similaritywith PLUSS, PLUCpresents
more problems regarding the separation of concerns in prod-
uct line development. These problems are derived from
PLUC’s approach for defining a SPL scope: It is defined
by means of the variability tags, instead of using a selec-
tion of features to define a product. As a consequence, the
scope (or the set of SPL products) has to be specified through
different scenarios using particular tags, which make PLUC
specifications hard to maintain. Even simple changes, such
as introducing an alternative to a feature (which enlarges the
SPL scope), might require changes in different scenarios.
In a previous work, we also evaluated PLUC specifications
empirically [9]. From that, we conjecture that running the
experiments with PLUC, instead of PLUSS, would produce
evidence more favorable to MSVCM.

7.1.2 VML4RE

VML4RE is a compositional approach for representing SPL
variability in use cases and activity diagrams [3]. Therefore,
similar toModel Templates, scenarios in VML4RE are spec-
ified using activity diagrams. Besides that, it is possible to
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separate common and variant behavior of a scenario using a
symmetric, compositional approach.

Therefore, regarding modularity, VML4RE andMSVCM
are equivalent, since both techniques present a clear separa-
tion between common and variant specifications. However,
apart from the notation used, these techniques differ with
respect to several points of view.

First, MSVCM follows an asymmetric approach for com-
posing scenarios and advice,which are proposed to represent,
respectively, common and variant behavior. Differently,
VML4RE was built upon a symmetric approach, in which
both common and variant behavior are represented using the
well-known notation of UML activity diagrams.

Another difference between these approaches is that
MSVCM pointcuts are pieces of information of the advice
construct, whereas pointcuts in VML4RE are specified in
the configuration space. We consider the pointcut model of
MSVCM more general, since it allows the composition of
scenarios and advice to occur independently of the configu-
ration process of a SPL member.

Finally, VML4RE requires one configuration item for
each join point that is effected by a variant behavior—thus,
the degree of quantification in VML4RE is particularly lim-
ited when compared to MSVCM.

7.2 Empirical studies in aspect orientation

Several studies have been proposed to assess the impact
of aspect-oriented programming [24,25,30,32,33,36] and
aspect-oriented requirements engineering (AORE) [8,14,
60].

These studies rely on metrics for quantifying scatter-
ing and tangling of concerns. Some of them use absolute
metrics, such as Concern Diffusion over Components and
Concern Diffusion over Lines of Code [31], while others pro-
pose degree of scattering and degree of tangling, which are,
respectively, normalized with respect to the number of con-
cerns or components.We could have used absolute values for
quantifying scattering and tangling, as in a previouswork [9].
However, absolute values just revealwhether a feature is scat-
tered or not—without any information about the degree of its
scattering. In fact, this limitation hinders the comparison of
modularity between different specifications, which justifies
our decision to evaluate scattering and tangling using DoS
and DoT [24].

As mentioned, empirical studies in AORE have also been
conducted. First, Sampaio end colleagues [60] present a
case study that compared four different AORE approaches
in terms of time-effectiveness and the quality of their pro-
duced outcomes. Differently from our study, they were not
interested in assessing the improvements regarding modular-
ity and separation of concerns that an AORE approach could
bring. In addition, their case study involved four require-

ments engineers, each one assigned to restructure the Health
Watcher system [63] specifications using one of the evalu-
ated AORE approaches. Since they did not block the subject
factor, their conclusions could not be generalized and the
observed variations might only be motivated by the differ-
ences between subjects or by the available tools used during
the activity. In contrast, here we have replicated our experi-
ment, blocked the subject factor, and conducted all activities
related to the effort analysis in laboratory. This improves the
confidence of our conclusions.

Besides that, we agree with Sampaio when he suggests
that accuracy is an important property that should be investi-
gated [60], but we postpone such a comparison in the context
of our research to a future work. At first glance, investigat-
ing accuracy with the outcomes of our study seems to be
straightforward. However, we should have proceeded differ-
ently during the executions of our experiments, if we had
aimed to check accuracy. For instance, we should not have
allowed the participants to make questions, nor answered
those questions during the execution of the experiment.

Chitchyan et al. present a comparison between Syntactic-
vs. Semantic-based approaches for AORE [14]. Their work
focuses on comparing two properties: expressiveness and
stability of the pointcut clauses of each approach. In con-
trast, here we compared two techniques: aspect-oriented one
and non-aspect-oriented one, proposed for representing SPL
variability in use case scenarios. Our comparison also has a
different focus, which aims to understand the benefits and
limitations of using an aspect-oriented approach for mod-
ularizing feature specifications. Regarding modularity, as
explained before, we think that (a) any AORE approach
investigated in [14] would perform as good as MSVCM
(b) and RDL provides a more stable pointcut definition
than MSVCM, as previously discussed. With respect to the
expressiveness of the compositions, we have to investigate it
further before taking any conclusion.

Finally, in a previous work [8], we have introduced
MSVCM and attempted to compare it with the PLUSS
approach. Here, we present a deeper comparison, investi-
gating other case studies and relating modularization to the
effort required to extract and evolve SPL specifications. To
our knowledge, there is no other work that investigates those
characteristics in the context of SPL development.

7.3 Experimental evaluation in software engineering

As discussed, there is a body of knowledge that brings evi-
dence about the benefits of aspect-oriented constructs to
improve modularity of source code, as well as requirements
specifications. However, while conducting this research, we
did not find enough evidence in the literature stating that
modularizing crosscutting concerns using aspect constructs
reduce the effort to evolve a software, for instance. As a con-
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sequence, we could not relate our work to other studies that
investigate questions similar to ours. Themost likely cause is
the lack of experimental evaluation of aspect-oriented soft-
ware development. For that reason,we consider that ourwork
provides a singular evaluation of the use of aspect orientation
to modularize feature specifications.

Nevertheless, the response data present in [62] suggest that
AOP reduces the time to implement and evolve a Web-based
system. In that study, students were randomly organized in
two groups. A control group using the Java programming
language and another group using AspectJ to perform the
assigned tasks. Indeed, this design uses one project, two tech-
niques, and two groups of subjects—each group assigned to
one technique.According toBasili [5], a design such as that is
classified as Replicated Project—multiple teams developing
activities related to a unique project. Since the subject factor
was not controlled, the observed differences could have also
been motivated by the subject factor.

Hanenberg and others investigate the hypothesis that AOP
has a positive impact on the development time [38]. In their
experiment, twenty students were assigned to execute nine
tasks proposed to evolve a game in an incremental way,
according to the introduction of different features (logging,
synchronization, and so on). The students were divided into
two groups: One group initially implemented the tasks using
OOP and then developed the same tasks using AOP. The
other group proceeded the execution of the experiment in the
opposite order (first using AOP and thenOOP). The response
data revealed that (a) the technique is significant, (b) AOP
reduced the effort to perform only two of the nine tasks, and
(c) AOP takes significantly more time then OOP when con-
sidering the whole experiment as a single task. In addition,
similar to our findings, they have also observed great differ-
ences related to the subject factor. Finally, the authors also
point that a more intensive training in AOP would signifi-
cantly change the results, which is one of the conclusions of
our experiment.

Regarding the design of the experiment, the results present
in [38] could have been influenced by the learning effect,
since each subject performed the same tasks twice. Here,
we attempt to minimize such an effect by asking students to
perform different activities using each technique (PLUSS or
MSVCM). Indeed, we followed an extension of the Blocked
Subject–Project design [5] to evaluate the effort to extract
and evolve SPL specifications, in which each subject uses
both techniques in different projects. Perhaps due to the lack
of experimentation in software engineering, Basili did not
consider more elaborate designs in his classifications [5].

In fact, searching in the literature that surveys experi-
ments in software engineering [21,39,66], we did not find
examples of experiments using the Latin square design, even
though this design is explained in [39]. To our knowledge,
only [53] uses a design similar to ours. This enforces our

experiment design as being an important contribution of this
paper.

8 Summary

In this paper, we reported on the use of a multimethod
approach to compare two techniques for specifying SPL
usage scenarios (PLUSS and MSVCM). The goal of this
comparison was to investigate whether a compositional
approach (MSVCM) introduces extra costs for modularizing
scenario specifications—we use PLUSS (an annotative-
based technique) as a baseline. We first carried out an
empirical study to quantify themodular benefits ofMSVCM,
and then, we conducted a number of experiments to estimate
the extra costs for deriving and evolving SPL specifications.

The reason for conducting several rounds of experiments
was that the first results appeared to contradict our initial
expectation that a modular approach for specifying product
lines would reduce the effort during maintenance tasks—one
of the expected benefits of modularity. After reviewing the
data collection and training procedures through the different
rounds, we conclude that although MSVCM improves mod-
ularity, when compared to the non-compositional approach
PLUSS, the response data obtained from the different experi-
ments revealed that: (a)MSVCMrequiresmore time toderive
SPL specifications and (b) in order to reduce the time to
evolve theSPLspecifications,MSVCMrequiresmore invest-
ments on training.

These results reinforce the need for other studies on prod-
uct lines, feature modularity, and specially aspect-oriented
software development, since several works suggest similar
benefits as provided by MSVCM, even though the costs of
using compositional techniques are still unclear. In this paper,
we provide one deeper investigation about that, focusing on
the use of aspect-oriented constructs to modularize feature
specifications.
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